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ABSTRACT

Robotic vehicles are playing an increasingly important role in our
daily life. Unfortunately, attackers have demonstrated various sen-
sor spoofing attacks that interfere with robotic vehicle operations,
imposing serious threats. Thus, it is crucial to discover such at-
tacks earlier than attackers so that developers can secure the ve-
hicles. In this paper, we propose a new sensor fuzzing framework
SensorFuzz that can systematically discover potential sensor spoof-
ing attacks on robotic vehicles. It generates malicious sensor inputs
by formally modeling the existing sensor attacks and leveraging
high-fidelity vehicle simulation, and then analyzes the impact of the
inputs on the vehicle with a resilience-based feedback mechanism.

CCS CONCEPTS

• Security and privacy → Software and application security;
• Computer systems organization → Embedded and cyber-

physical systems.
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1 INTRODUCTION

Robotic vehicles (RVs), such as unmanned aerial and ground vehi-
cles, have been increasingly adopted in commercial and military
applications that we rely on, such as delivery, search, and rescue.
Meanwhile, researchers have demonstrated various attacks on RVs
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that can cause critical consequences such as physical accidents.
In particular, sensor spoofing attacks1 allow external adversaries
to tamper with RV control systems without having access to the
vehicles and cause catastrophic consequences [3–5].

Recent studies such as Son et al. [7] show that one can lever-
age particular acoustic noises to disturb a gyroscope and destabi-
lize/crash the RV. Trippel et al. [8] and Tu et al. [9] demonstrate
that attackers can tamper with inertial sensor inputs to gain precise
control over RV movements. However, it remains challenging to
discover yet-unknown sensor attacks for an RV and defend against
them due to: (1) the large and dynamic spectrum of spoofed sensor
input values that cause control disturbance; and (2) the difficulty of
evaluating the RV’s resilience to those sensor inputs with expensive
and time-consuming physical experiments.

In this paper, we develop a feedback-driven fuzzer, SensorFuzz
that generates spoofed sensor inputs realistically to explore the
large and dynamic input space and discover potential sensor at-
tacks for a target RV. Given the physical properties of the RV and its
control system as input, SensorFuzz executes the system on a high-
fidelity software-in-the-loop (SITL) simulator [6]. SensorFuzz then
generates realistic sensor inputs for various sensors (e.g., a gyro-
scope and an accelerometer) to reduce false positives by leveraging
a sensor input mutation model, which has multiple parameters to mu-
tate based on the formal representations of existing sensor attacks
[7–11]. During the injection of mutated sensor inputs, SensorFuzz
quantitatively measures the RV’s resilience to the attack by mon-
itoring the internal states of the control system, and detecting a
severe impact that the attack may cause (e.g., a crash or unrecover-
able divergence from the mission). This resilience score is then used
as feedback to generate the next attack case to increase the chance
of efficiently discovering new successful attacks.

We summarize our contributions as follows:
• We analyze the unique challenges in discovering sensor spoofing
attacks on RVs to define a new methodology to generate realistic
sensor attacks and quantify the resilience of RVs to these attacks.

• We design and implement SensorFuzz, a novel sensor fuzzing
framework and demonstrate how feedback-driven fuzzing can
be applied to the domain of sensor spoofing attacks.

• We validate the capability of SensorFuzz by re-discovering ex-
isting sensor attacks and discussing our future evaluation plan.

1We will use sensor attacks and sensor inputs to indicate sensor spoofing attacks and
sensor input values, respectively.

3503

https://doi.org/10.1145/3548606.3563551
https://doi.org/10.1145/3548606.3563551


CCS ’22, November 7–11, 2022, Los Angeles, CA, USA Kyeongseok Yang∗ , Sudharssan Mohan∗ , Yonghwi Kwon, Heejo Lee, and Chung Hwan Kim

SENSORFUZZ
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Figure 1: Architecture of SensorFuzz.

2 MOTIVATION AND CHALLENGES

We elaborate on the two major challenges in the automated discov-
ery of sensor attacks via sensor fuzzing that motivates SensorFuzz.
Large Input Space. The fuzzing input space for sensors is ex-
tremely large and, worse, sensors generate various input values to
the RV continuously. But, it is unnecessary to generate all possible
values because there exist a large number of unrealistic inputs that
would never occur in the real world. Hence, a well-guided fuzzing
that leverages the semantics of sensors and relevant attacks would
significantly facilitate the process of attack discovery.
Fuzzing Feedback. Evaluating the impact of sensor attacks on a
RV is essential for sensor fuzzing but challenging. Naive metrics
such as a drop in altitude, a crash, or failure to reach the destination
are too coarse-grained to be useful as feedback to guide the fuzzer,
especially unsuitable for making progress to find new attacks.

3 DESIGN

Figure 1 depicts the overall design of SensorFuzz. An RV in a
simulated environment consists of three main components:
• A high-fidelity simulator [2, 6] that simulates environmental
factors (e.g., wind andmagnetic field) and generates sensor inputs
for the various sensors accordingly.

• A control system [1] responsible for computing the outputs (e.g.,
motor outputs) according to given inputs (e.g., sensor readings
and mission commands).

• A ground control station (GCS) sending mission commands to
the control system, (e.g., take off and fly to coordinates).
SensorFuzz leverages the components as follows. First, in the

simulator, we instrument the functions that generate the simula-
tor’s sensor inputs to retrieve the original sensor values and inject
sensor values mutated by SensorFuzz. Second, the control state
logs produced by the control system are used to calculate the re-
silience of the RV to the mutated values in real-time. The resilience
is then used as feedback to aid the generation of the next inputs.
Third, the mission status from the GCS is used to detect mission
failures.

Our design aims to be non-intrusive, requiring minimal changes
to the simulator and avoid affecting the vehicle’s operations.

3.1 Sensor Input Mutator

We develop the sensor input mutation model by leveraging obser-
vations and constraints from the existing sensor attacks and their
formulation [7–11]. This model is used to realistically mutate val-
ues for multiple sensors (e.g., an accelerometer and a gyroscope) ,

the sensor to be spoofed in a fuzzing iteration is decided randomly.
If the parameters used in an attack on a particular sensor is fully
explored according to our feedback mechanism, we restart a new
fuzzing iteration with another randomly chosen sensor.

The following equation defines our mutation model to produce
the mutated sensor input 𝑠 (𝑡) given an original sensor input 𝑠 (𝑡)
where 𝐴 is the amplitude, 𝐹 is the frequency of the digital signal, 𝜙
is the phase and 𝑡 is the sampling time.

𝑠 (𝑡) = 𝑠 (𝑡) +𝐴 ∗ 𝑠𝑖𝑛(2𝜋𝐹𝑡 + 𝜙) (1)

We mutate values of 𝐴, 𝐹 , and 𝜙 to perform different variations of
the attacks according to our feedback mechanism. Next, we briefly
discuss a few of the attacks we have leveraged to develop this model.
Signal Injection Attack. We use the attacks from [7–9] that dis-
tort electrical acceleration signals in a capacitive MEMS accelerom-
eter using signal injection. For signal injection attacks, 𝐹 serves as
the acoustic frequency, played at amplitude 𝐴 and phase 𝜙 .
Output Biasing Attack. This attack was derived from Trippel et
al. [8]. An output biasing attack can be launched by performing
amplitude/phase modulation to manipulate the injected signal, for
example, by performing phase modulation to maximize one half of
the signal and minimize the other. Specifically, after mutating 𝐴, 𝐹 ,
and𝜙 . the attacker can perform output biasing attack by performing
amplitude/phase modulation at the desired timing.
Side-swing & Switching Attacks. We leverage Tu et al. [9] to
modify the oscillating pattern of an accelerometer signal, by chang-
ing the amplitude 𝐴, frequency 𝐹 and phase 𝜙 . To perform a side-
swing attack, we can increase𝐴 during a mission (i.e., when the RV
is moving towards a target direction) or decrease 𝐴 otherwise. For
a switching attack, we can mutate 𝐹 to control the direction of the
digital signal.

3.2 Resilience-based Feedback Mechanism

This component aims to evaluate the resilience of the target RV to
the generated sensor inputs and use the score as feedback to guide
the input mutator toward new successful attack cases.
Resilience Quantifier. Our mechanism computes the resilience
score 𝜌 using the history of the control errors that the control
system tries to minimize to maintain the position, velocity, and
acceleration in each of the six degrees of freedom (x, y, z axes and
rotation around them). The following equations show how 𝜌 is
computed using Integral Absolute Error (IAE).

𝜌 = 1/𝑚𝑎𝑥 ({𝐼𝐴𝐸 (𝑡1), ... , 𝐼𝐴𝐸 (𝑡𝑛)}) (2)

𝐼𝐴𝐸 (𝑡) =
∫ 𝑡+𝑤

𝑡

|𝑟 (𝑠) − 𝑥 (𝑠) |𝑑𝑠 (3)

Let 𝑟 (𝑠) and 𝑥 (𝑠) the reference and current states, respectively. For
each degree of freedom, we collect the errors over time 𝑡 with a
sliding window𝑤 , which can be adjusted via configuration. During
a mission, we compute IAE multiple times repeatedly for 𝑛 number
of temporal sections that are adjacent, each spanning𝑤 duration.
The multiplicative inverse of the highest IAE across all sections is
taken as the resilience score at the end of the mission.
Mission Failure Detector. Our failure detector monitors the mis-
sion status from the GCS and the control states from the control
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Figure 2: Screenshot of a SensorFuzz demonstration.
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Figure 3: Existing sensor attacks [7–11] detected by SensorFuzz.

system (via the resilience quantifier) to determine the end of a mis-
sion. Specifically, our mission failure detector repeatedly checks if
one of the following events occurs using the mission status infor-
mation: (1) a vehicle crash, (2) a large delay between two waypoints,
and (3) a large and increasing divergence from the mission.
Feedback-driven Fuzzing. When a mission ends successfully,
our input mutator refers to the resilience scores of the latest two
missions to decide how to mutate the next set of sensor inputs. If
the last resilience score decreased compared to the previous one,
it maintains the current mutation function for the parameter, as it
indicates this function guided the fuzzer toward a greater attack
impact. Otherwise, it chooses another mutation function from the
list.

4 EVALUATION

Preliminary Results. We present the results and the work done
so far. We have implemented the entire fuzzing loop including input
generation/mutation and successfully tested it over a set of missions.
We have used ArduPilot [1], instrumented the simulator [6] to inject
sensor inputs, and modified its logging functions to share data to
SensorFuzz is depicted in §3.

Figure 2 shows SensorFuzz in action, performing automated
fuzzing to discover sensor spoofing attacks. The graph shows the
original accelerometer values in green and mutated values being
fed to the sensor in blue. The terminal shows the resilience score
being computed. The general information such as drone position
and orientation are in the simulator view.

Figure 3 shows the graphs of all the attacks from §3 that have
been detected by SensorFuzz successfully.

Evaluation Plan. We plan to evaluate our proof of concept system
by the following three methodologies:
• Input Generation: We will test the values from the input
mutator on a real RV to empirically prove that new attacks
SensorFuzz discovers are feasible in practice.

• Resilience-based Feedback:We will test the effectiveness of
resilience as fuzzing feedback by comparing it to a baseline fuzzer,
which generates sensor inputs randomly without any feedback.

• Attack Discovery and Analysis: We plan to discover new sen-
sor attacks using SensorFuzz, and analyze their impact and pos-
sible defense to demonstrate the effectiveness.

5 CONCLUSION

We present a novel sensor fuzzing framework designed to discover
new sensor spoofing attacks on RVs. We present the design and im-
plementation of SensorFuzz that can efficiently explore the large
input space for sensors with the formal modeling of sensor at-
tacks and quantification of attack resilience for feedback-driven
fuzzing. Our preliminary results with a popular RV control system
show that SensorFuzz can detect existing sensor spoofing attacks,
demonstrating its promising potential.
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